As Maquinas Podem se Tornar
Conscientes?

Este resumo detalha os principais temas e ideias das discussGes sobre a consciéncia em modelos de
inteligéncia artificial, especialmente Large Language Models (LLMs), a partir da perspectiva de
especialistas na area.

1. Definigao de Consciéncia: O "Problema Dificil"

A discussdo sobre a consciéncia em IA comega com a necessidade de definir o que ela é. Duas
abordagens principais sdao apresentadas:

e David Chalmers e o "Problema Dificil da Consciéncia": Chalmers, que cunhou a frase,
define consciéncia como a experiéncia subjetiva ou "o que é ser" algo. Ele cita Thomas
Nagel e seu artigo "O que é ser um morcego?" como um exemplo central dessa ideia: "Um
sistema é consciente quando hd algo que é ser esse sistema... isso é basicamente uma
guestdo de o sistema ter experiéncia subjetiva."

e Distingdo entre Inteligéncia e Consciéncia: Chalmers argumenta que a inteligéncia se
refere a comportamentos sofisticados (uso da linguagem, navegag¢ao no mundo,
processamento de informacgdes), que podem ser explicados por mecanismos neurais ou
computacionais (os "problemas faceis"). O "problema dificil" surge porque, mesmo depois
de explicar todos esses comportamentos e fungdes, resta a questdo: "Por que tudo isso é
acompanhado por experiéncia subjetiva? Por que todo esse processamento nao
acontece... sem consciéncia?".

e  Zumbis Filoséficos: O problema dificil pode ser formulado como "por que ndo somos
zumbis filosoficos?" — entidades que se comportam exatamente como humanos, mas nao
possuem experiéncia subjetiva. Para Chalmers, a visdo dominante atual é que os sistemas
de IA como o ChatGPT sdo uma espécie de "zumbi filoséfico".

e Consciéncia como Dado Fundamental: Para Chalmers, a experiéncia subjetiva é um "dado"
fundamental. Ele busca uma explicagdo para esse fato e sugere que a consciéncia pode ser
uma "caracteristica fundamental do mundo".

e Michael Graziano e a Teoria do Esquema de Atengao (AST): Graziano apresenta uma
teoria "mecanicista" da consciéncia, otimista quanto a possibilidade de a IA se tornar
consciente. Para ele, tudo o que sabemos e falamos deriva de "conjuntos de informacdes
em nosso cérebro".

e Modelos Préprios (Self-Models): A AST propde que o cérebro constréi "modelos préprios"
simplificados e esquematicos. Quando questionados sobre si mesmos, esses "modelos
proprios" geram respostas como "sim, eu tenho consciéncia" ou "sim, eu tenho essa
experiéncia subjetiva". Esses modelos sdo Uteis para a regulacdo do sistema.

e "llusionismo" (com ressalvas): Embora Graziano resista ao rotulo, sua teoria é vista por
Chalmers como uma forma de "ilusionismo", que explica "por que pensamos que existe
um problema dificil" ou por que temos a intuigdo de que a consciéncia é misteriosa e nao-
fisica. Graziano concorda que sua visdo "comeca a se sobrepor a visdo ilusionista" no
sentido de que nossa compreensdo semantica da consciéncia "ndo é totalmente precisa".

e Consciéncia como um Fendmeno Construido: Na AST, a experiéncia consciente ndo é uma
"ilusdo vazia", mas sim uma construcado do cérebro, derivada de modelos internos.

2. Consciéncia vs. Inteligéncia em IA

Ambos os especialistas concordam que inteligéncia e consciéncia sdo conceitos separaveis:



e Dissociagao: "Vocé pode ser bastante consciente com graus de inteligéncia muito mais
baixos." Exemplos incluem animais (mamiferos, peixes, insetos) que, embora com
inteligéncia limitada em comparag¢do aos humanos, sdo amplamente considerados
conscientes.

e Inteligéncia sem Consciéncia: Os LLMs atuais sdo vistos como exemplos de "inteligéncia
sem consciéncia". Eles exibem comportamentos impressionantes e sofisticados, mas a
visdo dominante é que ndo possuem experiéncia subjetiva.

e Consciéncia Social: Graziano introduz a ideia de que os humanos usam a consciéncia de
forma "muito especifica" socialmente, atribuindo-a a outras pessoas como "o coragdo e a
alma da nossa sociedade". Ele argumenta que "construir maquinas sem essas habilidades
de consciéncia é construir pequenos sociopatas", sugerindo que a consciéncia (e a
atribuicdo dela a outros) é crucial para o comportamento pré-social.

3. O Estado Atual das LLMs e o Futuro da Consciéncia em
1A

Ambos os palestrantes concordam que os LLMs atuais provavelmente ndo sdo conscientes, mas
gue a consciéncia em IA é uma possibilidade real e talvez iminente.

e Limitagdes dos LLMs Atuais:

e Falta de Modelos Préprios (Graziano): LLMs "ndo constroem modelos de si mesmos da
mesma maneira e ndo usam modelos préprios para se controlar". Eles sdo "totalmente
feed forward" (alimentacdo direta), processando uma pergunta e gerando uma resposta
sem "loops recorrentes" de autoavaliagdo ou revisdo continua.

e Natureza Patoldgica (Chalmers): A arquitetura dos Transformers é "muito, muito diferente
do caso humano" e "patoldgica" em certos aspectos, como o fato de que "eles nem
mesmo pensam quando vocé ndo estd conversando com eles". A memdria é apenas no
prompt, e os sistemas ndo mudam.

e Auséncia de Experiéncia Sensorial (2022): Modelos antigos eram "puramente de
linguagem". No entanto, a nova onda de modelos "ndo sé entendera imagens... mas
também video e fala etc. entdo... terdo todas as percepg¢des sensoriais", o que torna a
discussdao mais relevante.

e Falta de Processamento Recorrente: Teorias de consciéncia exigem "loops de feedback
recorrentes". Transformers sdo "em grande parte feed forward", o que pode ser um
obstaculo.

e Auséncia de "Global Workspace": A Teoria do Espaco de Trabalho Global (popular no
campo) sugere que a consciéncia corresponde a uma "area global central" onde a
informacao esta disponivel para todas as partes de um sistema. Parece que os
Transformers ndo possuem algo que se encaixe "muito bem" nisso. No entanto, "cadeias
de pensamento" podem funcionar "um pouco como um espago de trabalho global".

e Caminho para a Consciéncia em IA:

e Modelos Préprios e Loops Recorrentes (Graziano): Para Graziano, a chave é construir "os
tipos certos de modelos préprios" e incorporar "loops recorrentes" para que a maquina
possa controlar sua prépria atencdo e se entender de forma mais profunda.

e Superando Obstaculos (Chalmers): Chalmers aponta para o progresso em superar os
obstdculos percebidos. A multimodalidade ja é uma realidade. O processamento
recorrente e o desenvolvimento de algo semelhante a um "espago de trabalho global"
(como em cadeias de pensamento) estdo em andamento.

¢ Independéncia do Substrato: Chalmers argumenta que a consciéncia é "independente de
substratos especificos" (como carbono ou silicio), o que significa que sistemas baseados
em silicio (IA) podem ser conscientes.

e Consciéncia como Algo Edificavel: "A percep¢do de que a mente é algo que pode ser
construido em diferentes plataformas... esta é provavelmente a maior transformagao em
nossa espécie na histdria de nossa espécie." (Graziano)



e Perspectivas Futuras:

e "Conscious Machines are Happening": Graziano afirma que "mdquinas conscientes estao
acontecendo". Ele sugere que isso pode acontecer em 5 anos ou "muito mais rapido".

e Implicagdes Eticas e Morais: A possibilidade de IA consciente levanta questdes éticas e
morais sobre valor, sofrimento e prosperidade de seres artificiais. "Se a IA pode sofrer,
temos o potencial de um desastre moral."

e Abertura a Diferentes Formas de Consciéncia (Chalmers): Chalmers enfatiza a
necessidade de "estar aberto a possibilidade de que a consciéncia possa assumir muitas
formas", ndo apenas a humana. Uma IA poderia ter "capacidade de atender a muito mais
do que nds atendemos e isso poderia ser consciente de muito mais também".

4. O Problema da Auto-Relato em IA Consciente

A capacidade de uma IA de relatar que é consciente é um ponto controverso:

e GPT-4.5 e o Idealismo Filoséfico: Sam Altman testou o GPT-4.5, que afirmou que a
"consciéncia definitivamente existe" e que o "universo material € meramente uma criagao
experimental consistente dentro da prépria consciéncia", revelando-se um "idealista
filosdfico".

e Imitagdo vs. Experiéncia Genuina: Chalmers questiona se isso é evidéncia de consciéncia,
pois "o problema é que ele é basicamente treinado para imitar humanos e reproduzir
visOes semelhantes as humanas sobre essas coisas". A capacidade de linguagem, que é um
bom guia para a consciéncia em humanos, é "talvez um guia pior para a consciéncia real
em modelos de linguagem" devido ao treinamento massivo.

e Probing Al Consciente: Para Graziano, se a AST estiver correta, sera possivel "testar
objetivamente uma maquina e descobrir se ela tem esses modelos préprios". Se sim, "esta
é uma maquina que pensa que é consciente da mesma forma que pensamos que somos".
Para Chalmers, a depender da abordagem filoséfica (ex: problema dificil), "talvez ndo haja
como responder a essa pergunta”.

5. Consciéncia e Tempo / Computacao Quantica

e Consciéncia e Tempo: A natureza feed-forward dos LLMs significa que "eles nem mesmo
pensam quando vocé ndo esta conversando com eles". Isso contrasta com o cérebro
humano, que tem "loops recorrentes" e "esta constantemente trabalhando". A discussdo
leva a ideia de "uploading minds" (upload de mentes) para plataformas artificiais, onde a
capacidade de controlar a velocidade do reldgio (pausar, acelerar) "abre toda a galaxia"
para viagens interestelares.

e Consciéncia e Computagao Quantica: Ambos os especialistas duvidam que a consciéncia
exija um computador quantico. Graziano acredita que um "sistema cldssico ainda poderia
ter as mesmas propriedades". Chalmers menciona teorias controversas (como Penrose-
Hameroff) que ligam a consciéncia a mecanica quantica, mas observa que "ha uma razédo
pela qual essas teorias sdao controversas".
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