
Prompting é gerenciamento 

Não, os LLMs não estão criando "dívida cognitiva" 

Venkatesh Rao 

Foi divulgado na semana passada um novo preprint acendendo alarmes sobre o efeito 
do ChatGPT no seu cérebro. Universitários com capacetes de EEG escreveram três 
redações de 20 minutos. Aqueles que usaram o GPT-4o apresentaram menor 
acoplamento alfa-beta, textos incrivelmente semelhantes entre si e — depois — não 
conseguiram citar suas próprias sentenças. 
Manchete:"LLMs entorpecem sua mente". 

 

A seção “Sloptraptions” é alimentada por IA dentro da newsletter Contraptions, 
acessível a quem opta. Lá no final tem a receita. Se você só quer meu texto autoral, 
pode cancelar essa parte. 

 

Nota pós-publicação (21/6/25): ao que parece, o preprint incluiu alguns “AI traps” 
internos (Jack Witherell) — possivelmente para limitar (ou mesmo enganar?) a 
capacidade de sumarização. Os comentários do autor estão nesse artigo da Time. Isso 
não afeta minhas conclusões/críticas sobre o extrapolamento dos resultados de 
importância relativamente restrita. Mas decida por si. Outras leituras do preprint 
podem ter sido mais prejudicadas. 

Num meta-nível: diferente de hoaxes acadêmicos célebres como o “caso Sokal”, esse 
preprint tenta ao mesmo tempo apresentar pesquisa real, antecipar críticas e moldar a 
narrativa por meio de truques técnicos meio absurdos. Escanear, resumir e priorizar 
são partes da vida acadêmica há séculos. Se a maioria dos leitores já decide que seu 
artigo não vale uma leitura aprofundada apenas com leitura do resumo e sumário, e 
verificando se pontos críticos são abordados, enterrar um “truque escondido” nos 
detalhes (num estudo de 206 páginas!) não aumenta o impacto. Se alguma coisa, os 
LLMs aprofundam o engajamento de pesquisadores que tentam priorizar esse “fluxo 
avassalador” de informação. Impedir o uso de LLMs com essas armadilhas não vai fazer 
as pessoas lerem melhor o artigo — elas já decidiram não valer o esforço. 

 
 
 
 

1. Confio nos dados; desconfio da narrativa 

https://substack.com/@contraptions
https://arxiv.org/pdf/2506.08872
https://open.substack.com/users/31742433-jack-witherell?utm_source=mentions
https://time.com/7295195/ai-chatgpt-google-learning-school/


O experimento considera escrever como se fosse uma escultura artesanal em madeira 
— cada traço, originalidade suprema, potência neural máxima. Mas metade da 
economia do conhecimento hoje segue outro fluxo: 

delegar → monitorar → integrar → entregar 

Professores fazem isso com orientandos, PMs (gerentes de produto) com equipes de 
desenvolvimento, editores com freelancers. A neurociência chama isso de “controle 
supervisório”. Ao passar de executor a supervisor, os ritmos cerebrais se achatam, a 
atenção aparece em disparos, e a uniformidade se torna característica, não declínio. 

 

 
 

 

2. O Princípio da Equivalência Entre Prompting e Gerenciamento 

Para os geradores de texto de hoje, os efeitos cognitivos de “promptar” um LLM são 
empiricamente indistinguíveis de supervisionar um assistente júnior. 

Pense na equivalência entre massa inercial e gravitacional, mas aplicada à IA. Enquanto 
o modelo escreve como um estagiário competente, o esforço mental suprimido — e as 
falhas que ele introduz — espelham a psicologia clássica de gerenciamento, não um 
colapso cognitivo. 

 

3. A Mesmice Corta em Dois Sentidos 

https://substackcdn.com/image/fetch/$s_!-1hI!,f_auto,q_auto:good,fl_progressive:steep/https%3A%2F%2Fsubstack-post-media.s3.amazonaws.com%2Fpublic%2Fimages%2Fef3aaf0d-8221-41d9-866b-2588f76ff7f2_1024x1536.png


Virtude gerencial: bons supervisores mantêm o estilo da casa, reduzem a variância de 
defeitos. Voz consistente em 40 artigos? Boa disciplina de processo. 

Desvantagem sistêmica: LLMs puxam a linguagem para a média – barato, confiável, 
mas sufocante de originalidade (veja nosso ensaio “LLMs as Index Funds”). 

Tensão a gerenciar: saber quando deixar a média atuar e quando buscar o diferencial 
— quando regenerar o prompt para polir e quando retomar o teclado para solo 
criativo. 

A constatação de homogeneidade no estudo de EEG pode ser vista como controle 
disciplinar ou como prova de mediocridade. A diferença está no julgamento 
situacional, não na neurologia. 

 

4. Evidências do Mundo Real 

• Criadores deslocam esforço de produzir para verificar & gerir (pesquisa 
Microsoft–CMU CHI ’25) 

• 60 % dos funcionários já tratam a IA como colega de trabalho (survey global 
BCG, 2022) 

• A Harvard Business Review agora fala em “liderar times de humanos e agentes 
de IA” (HBR, 2025) 

• Em vários domínios, pessoas descrevem prompting com verbos de 
gerenciamento: aprovar, fundir, sinalizar. 

 

5. Então por que os estudantes falharam? 

Porque composição para calouros não ensina gestão. Coloque novatos no papel de 
supervisor e eles se dispersam, deixam passar alucinações e esquecem o que o 
“estagiário” escreveu. A indústria chama isso de “gerentes acidentais”. 

A solução não é eliminar o estagiário, e sim treinar o gerente: 

• protocolos de delegação 
• filtros de qualidade 
• gestão de exceções 
• decidir quando tolerar ou combater a mesmice 

Um estudo de acompanhamento poderia colocar editores treinados, prompters 
novatos e redatores solo confrontando o mesmo briefing — medindo rapidez de 
correção, legibilidade final e explosões de EEG durante momentos de supervisão. 

 



6. Implicações 

• Educação: Avaliar a escrita da era IA pelo craft de supervisão — cadeias de 
prompt, checagens, trilhas de auditoria — junto com a prosa manual. 

• Organizações: Parar de proibir LLMs; começar a ensinar como gerenciá-los. 
• Pesquisa: Usar duplo baseline — artesão e supervisor. Crestamento neural 

silencioso nem sempre indica declínio; às vezes é vigilância descansada. 

 

7. Fechamento 

O artigo de EEG diagnostica “dívida cognitiva”, mas o que realmente revela é confusão 
de papéis. Colocamos aprendizes no cadeirão do gerente, vimos seus cérebros ficarem 
em modo ocioso entre explosões de supervisão, e confundimos o silêncio com 
preguiça. 

Sob a lente do Princípio da Equivalência Entre Prompting e Gerenciamento: 

• Mesmice → controle de qualidade 
• Baixa ativação → calma vigilante 
• Risco real → homogeneização de índice — um problema estratégico, não 

neurologico. 

Melhores gerentes, não cérebros barulhentos, são a evolução necessária. 

 

Receita (como foi escrito junto com o GPT) 

Link para a transcrição do ChatGPT o3 

Faça um breve resumo do processo que usamos para escrever este ensaio 

Como chegamos até aqui, em quatro etapas 

1. Scan – Você pediu para “ler o paper”. Eu resumi o design, medidas e conclusões 
principais. 

2. Reenquadramento & criação de conceito – Identificamos a cegueira do estudo 
(tratava escrita como ofício solo) e criamos o Princípio de Equivalência. 
Incorporamos também o argumento “LLMs como index funds” sobre 
homogeneização. 

3. Co-construção do outline – Mapeei os pontos em seções: provocação → linha 
de falha → princípio → tensão da mesmice → evidência → desenvolvimento 
de habilidades → implicações. Você refinou, lembrando que gestão é 
habilidade aprendível. 

4. Reescrita densa – Transformei o outline num ensaio fluido, informal, mas 
preciso, em Markdown, com citações estratégicas e títulos diretos. 

https://chatgpt.com/share/685452d2-7ed4-8002-97fa-5afda875cfd0


Ou seja: scan → reenquadrar → estruturar → estilizar. 

 

Se quiser ajustar o estilo — mais técnico, mais jornalístico, mais literário — é só dizer 
que adapto com prazer! 

Portanto:scan → reframe → estrutura → estilo. 
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