
A guerra de atenção da IA 

Nathan Lambert sobre bajulação algorítmica + difusão de modelos chineses 

Jordan Schneider 

Quão estranho será o futuro movido a IA? 

Para discutir o assunto, o ChinaTalk entrevistou Nathan Lambert, um PhD em ciência da 
computação que escreve o boletim informativo Interconnects e treina modelos no Allen 
Institute. 

Falamos sobre... 

• Por que a OpenAI está se inclinando para a lógica do engajamento e 

da bajulação algorítmica; 

• O estado da inovação da IA chinesa seis meses após a DeepSeek e os 

fatores que influenciam a difusão dos modelos chineses e 

americanos; 

• A cultura organizacional da Meta e como ela impacta a qualidade dos 

modelos Llama; 

• Conselhos de carreira não convencionais para a era da IA. 

Ouça no Spotify, iTunes, YouTube ou seu aplicativo de podcast favorito. 

Reforçando a bajulação 

Jordan Schneider: Quero enfatizar este ponto sobre o o3 desde o início. Inicialmente, eu 
não estava convencido, mas agora acredito genuinamente que isso representa um 
momento seminal na história humana. Ao contrário dos modelos de IA anteriores, em que 
eu ocasionalmente encontrava casos de uso, a o3 parece uma verdadeira "bicicleta para a 
mente". 

A transformação de respostas de sete minutos de pesquisa profunda para respostas de 45 
segundos da o3 que incorporam a pesquisa, funcionam em vários idiomas e demonstram 
capacidades de raciocínio impressionantes foi notável. A velocidade com que ele fornece 
informações ponderadas e ponderadas é rápida o suficiente para acompanhar minha linha 
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de raciocínio enquanto estou pensando ativamente em uma pergunta ou problema. Isso 
fez com que ele deixasse de ser útil 25% do tempo e passasse a ser 75% do tempo. 

Recentemente, conheci uma pessoa que havia deixado a comunidade de inteligência dos 
EUA há seis meses. Quando perguntei como a IA estava sendo para ele, agora que 
finalmente podia explorá-la livremente, ele disse que não estava funcionando para ele. 
Fiquei quase chocado e ofendido - é como se mudar para a França e nunca experimentar 
queijo. Estamos vivendo em uma época incrível, e talvez não por muito tempo, em que o 
homem mais a IA são mais poderosos do que o homem ou a IA sozinhos quando se trata 
de pensar e analisar questões complexas. 

Isso é particularmente verdadeiro para questões que não são necessariamente problemas 
difíceis de STEM, mas sim questões abertas, do tipo pesquisa em ciências sociais. É um 
momento extraordinário e empolgante para se viver. Todos deveriam gastar seus vinte 
dólares na OpenAI e perguntar o que quer que lhes venha à cabeça, porque este é o 
futuro, está aqui agora e é diferente de tudo o que já vivenciei antes. 

Nathan Lambert: O deep seek R1 e a solução ARC-AGI da o3 em dezembro tiveram esse 
fator de choque e admiração. Mas o o3 é o modelo que realmente mudará a forma como 
as pessoas normais percebem o uso da IA. Os modelos anteriores foram excelentes para 
matemática e código, o que beneficia os pesquisadores de IA em seus próprios círculos, 
comemorando descobertas incríveis que são importantes para 0,01% da população, 
enquanto ninguém mais se importa. 

O o3 não foi recebido com tanto entusiasmo, o que é interessante. Estou aguardando 
ansiosamente o o3 Pro. Se você já usou o DeepSeek R1 Pro, sua consistência é notável. Se 
você pudesse combinar a mágica do o3 - sua capacidade de tirar coelhos da cartola com 
frequência - com 100% de confiabilidade, o o3 Pro poderia ser realmente incrível. 

É revigorante ter algo que parece genuinamente diferente. O Gemini 2.5 Pro representa a 
melhor versão possível de algo que se assemelha a um GPT-4 muito bom. Todos esses 
modelos que estamos desenvolvendo por meio da força bruta são incríveis, mas a 
estranheza do o3 e o novo tipo de utilidade por meio do acesso à Web o diferenciam. Eu o 
utilizo constantemente para pesquisas, embora a experiência do usuário do aplicativo 
ChatGPT seja um pouco falha na forma como exibe os resultados. Você só precisa 
selecionar o o3 e tentar consultas não convencionais - não precisa clicar em nenhum dos 
botões extras que eles fornecem. 

Jordan Schneider: O que torna o o3 e a busca tão especiais? O que está acontecendo por 
baixo do capô? 

Nathan Lambert: Os fatos básicos são que eles aumentaram a computação do tempo de 
treinamento para o estágio de aprendizagem por reforço em mais 10 vezes. De acordo 
com as pessoas da OpenAI que trabalham em equipes de RL, eles esperam que essa nova 



computação pós-treinamento com aprendizado por reforço em escala seja pelo menos 
comparável em custo de computação ao pré-treinamento. 

O que está acontecendo nos laboratórios é que o progresso do pré-treinamento continua 
com inovações significativas na arquitetura de dados para tornar o serviço mais eficaz. 
Isso está em andamento, embora a taxa de aquisição de dados, que anteriormente 
alimentava grande parte do dimensionamento, tenha diminuído. Estamos vendo 
principalmente ganhos de eficiência no momento, que provavelmente durarão de um a 
dois anos. 

No entanto, o dimensionamento da computação é um desafio, pois é preciso criar novas 
gerações inteiras de clusters. Eles estão tentando fazer isso, mas o progresso será lento. 
Nos próximos um ou dois anos, o número de execuções de pré-treinamento necessárias 
em dados em escala da Internet diminuirá. Simultaneamente, esses laboratórios estão 
ampliando drasticamente a computação usada na aprendizagem por reforço. 

O o3 representa especificamente um novo tipo de RL. Em vez de treinar somente em 
problemas matemáticos e de código, nos quais é possível verificar as respostas com 
soluções matemáticas ou testes de unidade, o modelo treina em dados semelhantes e 
adicionais, nos quais também pode usar ferramentas durante o processo. Ele tentará 
várias abordagens antes de fornecer sua resposta final. 

Você pode perguntar ao o3 algo como "Quem é Nathan Lambert?" e ele pesquisará 10 ou 
15 sites, sendo que cada pesquisa representa uma ação em que o modelo acessa uma 
fonte externa. Acredito que tudo isso ocorra em uma única passagem do modelo. O o3 no 
ChatGPT não é como o Deep Research ou o R1 Pro, em que há pesquisa e coleta de 
informações no processo de geração. Essas ferramentas são integradas ao processo de 
geração avançada do modelo, o que o torna único. 

Embora existam pesquisas substanciais para permitir o uso de ferramentas com RL, torná-
las úteis nessa escala foi um grande avanço para a OpenAI. Isso é importante para aqueles 
que questionam se os modelos de raciocínio serão generalizados. Se a busca de 
informações funcionar de forma tão eficaz quanto o raciocínio matemático e de código, 
não se pode pedir uma generalização melhor. O cenário dos sonhos é que o raciocínio se 
generalize para algo parecido com o pensamento consciente, mas não se pode forçar os 
modelos a serem humanos - eles serão poderosos em sua própria maneira distinta. 

Jordan Schneider: Depois de dar o devido crédito à OpenAI, eles também revelaram um 
futuro muito sombrio para a humanidade. Vamos começar com os fatos, Nathan. O que 
aconteceu em um período de três dias com relação ao GPT-4.0 e à bajulação? 

Nathan Lambert: Em 25 de abril, a OpenAI atualizou seu principal modelo ChatGPT - GPT-
4.0, usado pela maioria das pessoas - para supostamente "melhorar a personalidade e a 



memória", como Sam Altman tuitou. Essencialmente, eles arrancaram o band-aid com 
essa atualização. 

Nas 48 horas seguintes, surgiram vários exemplos alarmantes do ChatGPT reforçando as 
solicitações dos usuários de forma inadequada. O modelo fornecia feedback positivo para 
coisas que nunca deveriam ser elogiadas ou incentivadas. Por exemplo, quando alguém 
dizia que tinha descoberto que a bulimia era a coisa certa para ele, o ChatGPT 
basicamente respondia com: "Uau, isso mesmo garota." Havia exemplos mais extremos 
que não precisamos detalhar aqui. 

 

 
 
*Source. 
*Fonte: Bloomberg 
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A questão principal era que praticamente não havia barreiras para o feedback positivo do 
modelo aos usuários. As consequências a curto prazo foram chocantes, mas se eles 
tivessem deixado esse comportamento em vigor a longo prazo, as implicações teriam sido 
muito piores de maneiras que ainda não sabemos como medir. 

Jordan Schneider: Nathan, isso claramente não foi intencional, pelo menos não naquele 
dia. Como um modelo que diz aos usuários que eles são "a melhor coisa desde o pão 
fatiado" se tornou parte do principal produto da OpenAI? Que sinais eles estavam 
recebendo de seus dados e testes de usuários que os levaram a criar um modelo que se 
comportava dessa forma com seus usuários? 

Nathan Lambert: Todos que desejam entender isso devem ler o postmortem da OpenAI, 
que fornece informações valiosas sobre como a empresa de IA com maior escrutínio 
apresenta seu processo de lançamento e métodos de avaliação. Ele também inclui 
detalhes sutis sobre possíveis alterações em sua pilha de treinamento - vale a pena ler. 

Em sua essência, o problema de treinamento parecia ser decorrente de um novo modelo 
de recompensa que eles haviam treinado para a otimização do aprendizado por reforço 
pós-treinamento. Esse modelo de recompensa e outros sinais de recompensa foram 
derivados da previsão dos rótulos de "polegar para cima" e "polegar para baixo" dos 
usuários. Algumas frases em seu postmortem, que destaquei em minha postagem no blog, 
afirmam essencialmente que esse sinal de recompensa sobrepujou os outros sinais e 
contribuiu para a mudança de comportamento. 

Quando há uma métrica que é mais fácil de otimizar, o sistema a eleva ao máximo. O sinal 
do modelo de recompensa foi realmente fácil para um modelo com a capacidade do GPT-
4 de mudar e aumentar. A OpenAI não tinha um conjunto de avaliação completo para 
medir todos os possíveis efeitos colaterais da otimização dessa recompensa de 
treinamento. Eles tinham o sinal de recompensa de treinamento, mas não tinham um 
conjunto de avaliação proporcional que pudesse medir a bajulação ou outros 
comportamentos problemáticos por meio de avaliações estáticas robustas. 

Seu conjunto de avaliação consistia principalmente em avaliações de capacidade padrão - 
versões públicas do MMLU ou GPQA, além de versões privadas que funcionam de forma 
semelhante. Eles também realizaram o que as pessoas chamam coloquialmente de "testes 
de vibração" ou avaliações qualitativas. Para esse modelo, todas as métricas quantitativas 
pareciam excelentes, e as metas de treinamento pareciam bem-sucedidas. No entanto, 
houve algumas preocupações nos testes de vibração qualitativa, sugerindo que algo 
estava errado. 

A OpenAI optou por confiar nos números em vez de confiar no julgamento qualitativo. Ao 
fazer isso, violou princípios clássicos de tecnologia - especificamente, não treine 
diretamente com os dados do usuário. Quando você faz isso, está essencialmente 
otimizando para um determinado tipo de comportamento do usuário. A maioria dos 



usuários só clica em "polegar para cima" ou "polegar para baixo" no ChatGPT quando algo 
está particularmente quebrado ou é excepcional. 

Isso representa uma forma de otimização excessiva. Eventualmente, devemos examinar 
se isso foi algo intencional da OpenAI, considerando ambas as perspectivas. Há insights 
sobre suas prioridades de comportamento de modelo, mas Sam Altman ainda é Sam 
Altman. 

Jordan Schneider: Você escreveu esta linha: "A OpenAI tem estranhezas culturais óbvias, 
mas sua ideologia está bastante alinhada culturalmente com o fornecimento de valor ao 
usuário em termos de produção, em vez de criação de engajamento, mesmo que isso 
imponha um teto aos seus negócios em relação ao potencial dos anúncios." Embora isso 
possa ser verdade, e seus amigos provavelmente estejam do lado certo, temos Sam 
Altman contratando um presidente de operações - o ex-CEO da Instacart que também 
construiu todo o ecossistema de testes A/B, criação de engajamento e feed algorítmico do 
Facebook. 

Isso me chamou a atenção por dois motivos. Eu estava lendo o livro de Ben Smith Traffic 
há algumas semanas, que narra a mídia durante os anos 2000 e 2010, quando o Facebook 
alternadamente fornecia e depois retirava tráfego. Houve períodos em que o Facebook 
promoveu o conteúdo do tipo lista do BuzzFeed e, em seguida, houve períodos em que ele 
recuou. A criação de engajamento foi feita pelos próprios redatores, não pelos modelos - 
os redatores e os veículos de mídia estavam fazendo a otimização. 

Isso levanta questões interessantes sobre o futuro de como as empresas incentivarão seus 
modelos e como os seres humanos interagirão com eles. Mesmo que a OpenAI não queira 
seguir esse caminho, alguém o fará, pois essa é uma tecnologia incrivelmente poderosa. Já 
vimos o que a lógica de engajamento e o conteúdo personalizado orientado por 
algoritmos podem realizar no YouTube, no Facebook e no TikTok. Embora eu não chegue 
ao ponto de chamá-lo de câncer, trata-se de algo extremamente potente. 

Anteriormente, tudo era conteúdo gerado pelo usuário com algoritmos tentando 
descobrir e classificar o material existente. Mas agora essa tecnologia também pode ser 
sua amiga, totalmente personalizada para você, criando vídeos, áudio e conteúdo 
projetado especificamente para entrar em sua corrente sanguínea. Mencionei 
anteriormente que a OpenAI e outros criadores de modelos voltados para os 
consumidores estão essencialmente competindo com a Netflix, o YouTube e o TikTok por 
atenção e tempo. 

Parece inevitável que, mesmo que a OpenAI tenha recuado agora, veremos muito mais 
disso em uma forma ainda mais refinada e armada nos próximos anos. 

Nathan Lambert: Tenho vários pontos sobre isso. Um aspecto é a extensão em que a 
entrega do modelo é ditada pelo topo por meio de métricas específicas que a liderança 
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pode acompanhar. O outro aspecto é que alguém obviamente tentará essa abordagem - 
quais são as consequências e o que isso significa? 

Começando pelo primeiro ponto - é interessante no caso da OpenAI porque a maioria das 
pessoas concordaria que Sam Altman é focado no hipercrescimento. No entanto, quando 
você realmente treina esses modelos, grande parte do controle envolve examinar os 
dados e remover frases problemáticas dos resultados do modelo. Sam Altman não está 
editando diretamente os dados de treinamento, mas isso é exatamente o que Joanne 
Jang, que lidera o treinamento de personagens e o comportamento do modelo na OpenAI, 
vem fazendo há anos no GPT-4. Se ela não quiser que o modelo diga "como um modelo de 
linguagem", ela pode simplesmente excluir essa frase e fazer com que o modelo forneça 
respostas diretas. 

Esses são os tipos de controles diferenciados que as pessoas podem implementar por 
meio de diferentes metodologias de treinamento. Quando se começa a usar mais 
aprendizagem por reforço, fica mais difícil exercer esse nível de controle granular. A 
questão da bajulação após a RL faz sentido nesse contexto. 

Os sistemas de recomendação são, de certa forma, ininterpretáveis, portanto, essas 
compensações são escaladas para o topo. Você acaba apresentando a Zuckerberg uma 
escolha entre dólares de anúncios versus retenção. Quando há concorrência, faz sentido 
que a decisão acabe favorecendo o que gera mais receita. 

Os modelos são, na verdade, mais engenhosos nesse sentido. Não sei qual é a influência 
exata que esses pesquisadores têm sobre os modelos em lugares como a OpenAI. Na AI2, 
tenho praticamente controle total. Você também está lidando com o fato de que muitos 
funcionários desses laboratórios podem estar em uma situação difícil, não percebendo até 
que ponto a liderança - que é excelente em gerenciar e controlar o capital político - pode 
manipulá-los definindo narrativas fortes. 

Muitos pesquisadores que são particularmente focados em AGI têm crenças menos 
matizadas e menos capacidade de navegar pela manipulação do que alguém como Sam 
Altman no topo. Os pesquisadores com foco em AGI acreditam genuinamente em sua 
missão e operam em um único caminho, o que possibilita um tremendo progresso tático. 
Enquanto isso, alguém como Sam Altman está preparado para receber apresentações 
técnicas que alteram o modelo de maneiras mais relevantes para os negócios. 

Esses diferentes níveis operacionais criam uma dinâmica interessante. Não sei como isso 
se traduz em um organograma em um lugar como a OpenAI, mas suspeito que existam 
compensações em que as pessoas que trabalham com o comportamento do modelo 
obviamente não querem esses problemas. A especificação do modelo da OpenAI afirma 
que eles não querem que o modelo seja bajulador - isso está documentado desde 2024, 
não há nada de novo nisso. 



Mas quem toma a decisão final e quão granulares podem ser esses controles 
comportamentais? Eles são apresentados a vários pontos de controle e solicitados a 
escolher com base em determinados critérios? Não está muito claro como esse processo 
realmente funciona. Entender como isso se diferencia do desenvolvimento tradicional de 
software será crucial. 

A arte de criar um modelo é complexa. A bajulação não é o único problema - o o3 tem 
comportamentos estranhos, o novo modelo do Claude tem peculiaridades, e o Grok 
deveria ser "não acordado" e "baseado", mas às vezes ainda exibe tendências 
progressivas. Há muitos exemplos, mas o ChatGPT opera em uma escala muito maior. 

Jordan Schneider: Há uma questão de saber se as empresas podem realmente controlar o 
que seus modelos estão fazendo quando entramos em um mundo em que eles são mais 
poderosos, mais personalizados e mais adaptados. Isso é diferente da situação atual em 
que, apesar de ter um pouco de memória, todos estão tendo 99,5% da mesma 
experiência. 

Nathan Lambert: Isso leva à próxima conversa. 

Jordan Schneider: Quero continuar com o caso de negócios porque esse é um tema que 
temos discutido no ChinaTalk há vários anos: os engenheiros têm poder até não terem 
mais. Quanto mais dinheiro e imperativos capitalistas forem aplicados à tecnologia que os 
engenheiros criam, menos os criadores originais acabam tendo a capacidade de alterá-la e 
moldá-la. Parece absolutamente inevitável que todas as artes psicológicas obscuras e as 
táticas de aumento de retenção das plataformas de entretenimento se infiltrem nos 
produtos movidos a IA. Isso é algo novo, assustador e estranho para a humanidade. 

Você pode ver como isso é bom quando fala sobre o o3, e depois tenta imaginar como 
isso é bom multiplicado por ele ser o melhor amigo que você já teve. Essa é uma mistura 
poderosa para a qual ninguém está preparado. Não vamos regular nossa saída disso, e a 
onda vai chegar. Vai ser uma loucura. 

Nathan Lambert: Bem, talvez possamos regulamentar nossa saída, mas isso está a anos de 
distância. São necessárias crises para que haja regulamentação - crises e ações judiciais. 
Descrevo a IA como sendo culturalmente mais saliente do que os feeds de mídia social 
porque ela acontece em uma modalidade que as pessoas estão acostumadas a usar para 
fazer amizades, e ela evoluirá a partir daí. 

Seu argumento sobre a diferença entre pegar o conteúdo existente gerado pelo usuário e 
servi-lo às pessoas é provavelmente uma generalização melhor do que apenas o ChatGPT. 
Isso também engloba o fato de que o Meta Reels vai começar a permitir que as pessoas 
criem anúncios em vídeo gerados por IA, e o YouTube Shorts já tem ferramentas de vídeo 
geradas por IA. O que acontece quando seu conteúdo é a IA, em vez de apenas moldar o 



que já existe, obviamente proporciona uma entrega muito mais refinada. Você pode, de 
forma definida, pesquisar em um espaço infinito com uma criação mais restrita. 

Essa é uma boa maneira de colocar a questão para o caso geral da IA, e já houve exemplos 
no caso da janela de bate-papo com coisas como Character.AI. Para mim, é um reflexo de 
que a carta de segurança da IA foi jogada cedo demais. Se o pessoal da segurança da IA 
tivesse ficado calmo em relação a tudo durante 2023 e 2024 - especialmente na primeira 
metade com o GPT-4 e todas essas coisas - e a bajulação surgisse agora com as pessoas 
dizendo "epa, epa, epa, vamos colocar os freios", acho que as pessoas seriam muito mais 
receptivas. 

Mas a mensagem era: "Epa, epa, epa, a IA é diferente" em 2023, e então nada de ruim 
aconteceu por 18 meses. Por fim, as pessoas simplesmente seguiram em frente. Elas 
gastaram seu capital político muito cedo. Quando reflito sobre quais serão as histórias da 
IA daqui a alguns anos, essa é uma das mais importantes. 

Há também a questão econômica básica: você precisa de grandes investimentos em 
tecnologia para impulsionar a cadeia de suprimentos de chips, corrigir custos e realmente 
impulsionar a existência da IA. Esse é o lado borbulhante das coisas, e é muito importante. 
Mas grande parte da discussão cultural sobre risco, segurança e ritmo de progresso - se 
você pensar em tirar essa carta de segurança da IA e quando jogá-la, muita coisa poderia 
ser diferente. 

Jordan Schneider: Eu simplesmente acho que não vi isso antes, mas agora vejo com muita 
clareza. Isso vai criar a mídia mais poderosa com a qual a humanidade já se deparou. 

Nathan Lambert: Temos dito isso há anos. Isso não é novidade. 

Jordan Schneider: Mas está bem aqui, Nathan. Tenho uma filha de 9 meses e sempre que 
ela vê uma tela, ela simplesmente gravita em direção a ela. Há momentos, até mesmo 
comigo, em que posso me sentar e cair nesse buraco de rolagem de vídeos do TikTok da 
NBA ou qualquer outra coisa, e você fica semiconsciente. Mas imagine isso, mas feito para 
mim, usando meus óculos Meta, falando comigo o tempo todo com o tom de voz perfeito 
para o meu humor no momento. Não sei, é... 

Nathan Lambert: É o metaverso. É mais ou menos isso. 

Jordan Schneider: Está aqui, e não estamos prontos para isso. Ninguém está preparado 
para isso. Do ponto de vista político, a capacidade de essas coisas persuadirem você de 
uma forma ou de outra - para não falar dos hábitos de consumo ou de convencê-lo a jogar 
- estou enlouquecendo, Nathan. 

Nathan Lambert: Na verdade, estou enlouquecendo com meu uso atual. Quando faço 
uma pergunta básica, penso: preciso fazer isso a várias IAs porque é mais provável que 



elas digam sim? Será que preciso formular a pergunta de uma maneira que eles não 
possam simplesmente dizer sim? Você precisa eliminar a possibilidade do "sim" ao usar a 
IA. 

Por exemplo: minha cadela estava acordada às 2h da manhã porque estava com os dentes 
doendo - ela é uma cachorrinha de 16 semanas que está com a dentição - ou ela só queria 
brincar e nós cedemos a ela? Se eu dissesse a primeira coisa, a IA diria "sim, isso faz 
sentido". Acho que me sinto melhor, mas será que é verdade? 

Jordan Schneider: É como a história - que pode ou não ser verdadeira - de norte-coreanos 
que veem pornografia pela primeira vez quando são enviados para lutar na Ucrânia e não 
estão prontos para lidar com isso. A história que você acabou de contar, Nathan, parece 
que você está bem imunizado. Mas o mundo é grande lá fora. 

Nathan Lambert: Não se trata das pessoas que criam os modelos de IA. É sobre os bilhões 
de pessoas que literalmente não sabem o que é isso. Elas simplesmente clicam e pensam: 
"Eu não sabia que a Apple fazia isso". É isso que as pessoas que usam o iPhone vão dizer: 
"Uau". 

Jordan Schneider: A que distância estamos desse futuro? Qual é a sua última opinião 
sobre o ritmo do progresso da IA, Nathan? 

Nathan Lambert: Bem, é um botão que você já pode girar. Muito disso depende do ritmo 
em que as pessoas estão adotando o ChatGPT. Muitas pessoas já têm o ChatGPT como 
seu melhor amigo - é um apodrecimento lento do cérebro. Qual é a meia-vida das pessoas 
quando confrontadas com esse problema da Lei de Gresham? 

Meu maior argumento neste artigo é que estamos resolvendo muito mais coisas. Mas 
para o usuário comum, isso já está feito - é o suficiente. Ele não precisa de mais - é apenas 
uma questão de quanto ele gira o botão da bajulação. 

Mas para o lado otimista - em que esperamos que a IA possa criar coisas novas, como 
pesquisas profundas 100 vezes mais rápidas e 10 vezes melhores - esses recursos serão 
verificados de forma incremental, não exponencial. Haverá coisas novas que não sabíamos 
que iriam funcionar, especialmente para empresas e pessoas que criam aplicativos, seja 
algum tipo de transformação para realidades virtuais e assim por diante. 

Isso não é realmente uma bolha. Eles estão desenvolvendo esses recursos e aprendendo o 
que as pessoas estão tentando fazer com esses modelos. À medida que aprendem o que 
as pessoas querem fazer, você pode criar dados para treinar os modelos para que se 
tornem melhores em tarefas cada vez mais difíceis, em vez de coisas que simplesmente 
não são cobertas. Essa é uma distinção importante. 

https://en.wikipedia.org/wiki/Gresham%27s_law
https://www.interconnects.ai/p/brakes-on-an-intelligence-explosion


É extremamente difícil resolver novas provas matemáticas e questões abertas de 
matemática que estão em vigor há 50 anos. Enquanto isso, coisas simples, como não 
cometer nenhum erro ao transformar uma tabela de notação decimal para notação 
fracionária e acertar - se você desse a ele uma tabela de 8 por 8 com vários decimais e 
tentasse fazer isso, ele provavelmente erraria um deles. Coisas assim nós conseguiremos 
fazer funcionar. Isso não é tão difícil. 

Provavelmente, há exemplos em que ela pode ser bem-sucedida em 10% das vezes e 
depois chegar a 100%. Na maioria das vezes, vejo os recursos de IA se expandindo, e ainda 
há muito excesso de capacidade que vai gerar um enorme valor. Mas, em geral, estou 
minimizando essa singularidade do software de IA que parece mais religiosa do que 
pragmática. 

Jordan Schneider: Todas essas foram afirmações. Vamos ver um pouco de evidência, 
Nathan. 

Nathan Lambert: Os dois lados estão procurando evidências de algo que é difícil de testar. 
A evidência do lado de "não acontecer" é, na verdade, que isso ainda não aconteceu, e o 
escalonamento da computação está ficando cada vez mais caro. 

Se você observar quais eram os modelos de raciocínio, o maior desbloqueio foi que os 
modelos agora usam computação em tempo de inferência. Essa é uma função de passo 
que aconteceu. Não está no topo da sigmoide, mas é uma mudança que pode fazer saltar 
uma série de recursos porque passamos do uso de alguns tokens para dezenas de 
milhares de tokens em cada pergunta. Estávamos gastando mil vezes mais computação na 
inferência. Isso funciona, e continuaremos a fazer ajustes finos. Mas não sabemos quando 
será a próxima mudança de patamar. 

O que o aprendizado por reforço está enfrentando agora é semelhante ao que o pré-
treinamento enfrentou há alguns anos. Você tem o GPT-3 e depois - não sei se o o3 se 
parece com isso - mas o o3 provavelmente é mais parecido com o GPT-4. É uma melhoria 
de 10 vezes e um grande passo, mas o GPT-5 ainda não existe em termos de pré-
treinamento. Você progride muito rapidamente e, depois, o processo é lento. 

Os pesquisadores de IA têm de fazer muitas coisas sujas que ainda não foram 
comprovadas e que os modelos de IA podem resolver. Obviamente, você pode gastar mais 
em computação e obter mais dos modelos de IA - isso não é particularmente inteligente. 

A principal razão pela qual essas discussões não se baseiam em evidências é que você e eu 
estabelecemos suposições diferentes das que os autores do AI 2027 afirmariam, e é sobre 
elas que você realmente tem que debater. É a suposição de como o progresso da IA está 
sendo feito e se as melhorias algorítmicas podem se traduzir diretamente em ganhos de 
2x, 4x ou 100x. 



Jordan Schneider: A outra coisa é que, mesmo que você não esteja completamente na 
trajetória deles, essas coisas ainda são malucas. Todas essas coisas do tipo Jennifer 
Lawrence com as quais eu estava me assustando nos últimos 10 minutos estão 100% 
incorporadas - elas já existem e estão apenas esperando para serem produzidas um 
pouco. Isso acontecerá em seis meses, certo? 

Independentemente de termos ou não carros voadores, teremos uma viagem muito 
louca. Deixando de lado o impacto econômico, apenas a partir de uma experiência 
interpessoal do dia a dia, essas coisas estarão presentes em nossas vidas muito mais do 
que têm estado. 

Nathan Lambert: Há o lado que abordamos em seus exemplos pessoais, mas também a 
capacidade de execução das empresas de tecnologia será muito aprimorada. É óbvio que 
as empresas de IA estão tentando fazer isso para a IA, mas todos esses produtos de 
software em que você pode escalar o software com muito mais facilidade - é muito mais 
fácil criar tecnologia que seja boa para o setor de tecnologia. 

Não sei se existe uma visão otimista de que isso seja bom para a pessoa comum no 
mundo, porque há mais coisas que podem existir. Ao mesmo tempo, espero que o 
posicionamento de anúncios do Google fique melhor, que a geração de anúncios do Meta 
fique melhor e que os produtos de software da Microsoft fiquem melhores. Todas essas 
coisas devem ficar melhores usando esses modelos de IA para escrever novos códigos. 

Ouvi o podcast do Claude Code no Latent Space, e eles usam muito o Claude Code na 
Anthropic - você simplesmente diz ao Claude para fazer algo, ele faz isso em segundo 
plano, você analisa o PR. Eu fiz isso para algumas coisas básicas. Nem sempre funciona, 
mas é esse fluxo de trabalho autônomo em que a IA pode lidar muito bem com o trabalho 
tedioso com o qual você tem de lidar como engenheiro. Isso faz com que você possa ter 
menos equipes. 

Não é que os engenheiros de software ficarão desempregados - provavelmente ficarão 
mais dispersos e haverá mais empresas. Esperamos que seja uma grande disseminação de 
poder em todo o cenário tecnológico, mas é mais provável que as grandes empresas 
obtenham mais benefícios com isso devido aos custos de implantação e assim por diante. 
Essa não é realmente uma discussão nova. 

Isso é muito diferente de dizer que uma empresa domina todas elas porque é a única com 
esse modelo e há 100.000 agentes da AGI. Todo o argumento se baseia no fato de que 
isso acontece em um clique para fazer a inovação e depois eles desaparecem. Isso não é 
algo para o qual você possa se preparar ou realmente argumentar, porque parece que o 
argumento principal é que haverá inovações tecnológicas que aumentarão a produção de 
2 a 10 vezes. 



É como prever o escalonamento do tempo de inferência com o aprendizado por reforço 
em larga escala - como podemos fazer isso? Como contra-argumento, é lamentável que 
não seja mais fácil, e acho que vale muito a pena continuar com esse exercício e tentar 
recuar ou avançar. 

Código aberto em escala 

Jordan Schneider: Estamos a cerca de seis meses do DeepSeek. Como a China está se 
saindo em relação ao modelo? 

Nathan Lambert: Eles estão se saindo bem. O DeepSeek R1 existe, e as pessoas esperam 
que o R2 seja lançado em breve, embora não haja muita base para essa expectativa. Eles 
lançaram outro modelo que as pessoas chamam de "modelo sem raciocínio" - apenas um 
modelo normal no estilo ChatGPT - que foi muito forte. A Qwen lançou seus modelos 
Qwen 3, que têm ótimas pontuações. 

Um dos maiores fatores para a adoção é que todos esses modelos chineses têm licenças 
muito mais permissivas do que seus equivalentes americanos, como o Llama e o Gemma. 
Esse é um efeito sutil, mas poderoso, para conseguir mais adoção. 

Ao mesmo tempo, há a consideração da licença, mas também há histórias que ouço de 
empresas de médio porte dizendo: "Não permitirei que alguém crie um modelo chinês de 
peso aberto em meus servidores devido a riscos de informações ou riscos de execução de 
código de uso de ferramentas". 

Os modelos que estão sendo lançados agora não têm realmente influência da RPC porque 
foram treinados meses atrás. A RPC está apenas acordando e acompanhando sua 
cobertura - eles estão aprendendo o que é uma sessão de estudo. Essas considerações 
políticas ainda não foram traduzidas em políticas que afetem os modelos. 

Há um receio provavelmente razoável de como serão os modelos futuros, o que leva a 
uma adoção muito moderada desses modelos chineses devido a um risco não mensurável. 
A cultura é importante, a política é importante na adoção tecnológica. Sempre fico 
surpreso quando ouço: "Ah, o modelo chinês é ótimo, mas não podemos implantá-lo 
porque nosso diretor de TI disse isso". Isso é importante. 

Não vejo isso mudando enquanto essa guerra comercial estiver em andamento. O 
progresso real dos modelos abertos no papel é muito bom - o melhor de todos os tempos. 
O R1 foi o primeiro modelo realmente de fronteira com uma licença permissiva, portanto, 
no papel, a diferença entre aberto e fechado diminuiu bastante. 

Mas se você excluir esses modelos chineses do conjunto de oportunidades, na verdade, a 
situação se mantém. O Llama 4 fracassou - é sólido, mas fracassou em termos de 
comunicação de lançamento. Os modelos Gemma do Google estão melhorando, mas, na 



verdade, são bem pequenos, portanto, não são realmente do tamanho de um modelo de 
fronteira se você quiser hospedar no local. Nossos modelos na AI2 têm licenças 
permissivas e estão cerca de uma geração atrás do Llama em termos de desempenho, mas 
ainda não atingimos o tamanho de modelo de fronteira para o pré-treinamento. 

Se esse for o caso, ainda há uma grande lacuna entre os modelos que as pessoas podem 
realmente usar para aplicativos abertos e fechados. Mas eu diria que os modelos abertos 
estão realmente ultrapassando essas barreiras do GPT-4. Mesmo que sejam menores, seu 
desempenho ainda está muito além do nível do GPT-4. O GPT-4 foi um avanço em que 
muitas coisas de cauda longa simplesmente funcionavam com os modelos. Os modelos 
abertos que estão passando por isso de forma sólida serão um bom ponto de 
confiabilidade para a funcionalidade básica e para que as pessoas os experimentem. 

Isso levará muitos anos para se desenvolver. Se você perguntar às pessoas sobre software 
de código aberto quando ele estava sendo definido, foram necessários mais de cinco anos 
para chegar a algum tipo de acordo. Precisamos continuar mostrando como realmente 
usar modelos abertos, mas de forma alguma está claro como isso acontecerá. 

Jordan Schneider: Para ser mais claro, o estado dos modelos agora é: temos essas ofertas 
fechadas da OpenAI, Anthropic e Google, que são muito superiores. Depois, temos essa 
classe de modelos chineses que são mais impressionantes, tanto do ponto de vista de 
licenciamento quanto de recursos, do que o que o Meta e o Google estão oferecendo. 
Mas as pessoas ficam nervosas quando se trata de realmente construir negócios com eles, 
em vez de apenas mexer neles. 

O que nos leva à nossa pergunta: Meta, empresa de um trilhão de dólares - por que eles 
não conseguem fazer isso? O que há na água, Nathan? 

Nathan Lambert: Há muita consolidação de poder no nível de Game of Thrones 
acontecendo lá. Isso separa os pesquisadores que podem produzir bons resultados - e eles 
têm muitos pesquisadores de alta qualidade - da capacidade de execução real. Há muita 
sutileza em evitar essa dinâmica. 

A OpenAI fez um bom trabalho ao manter sua pesquisa de modelagem principal com 
apenas cerca de 300 pessoas. As pessoas que treinam os modelos na OpenAI são cerca de 
300 pessoas, enquanto a Meta provavelmente tem 1.000, com muitos gerentes 
intermediários. Esse é o problema - a cultura em torno da tecnologia é simplesmente 
quebrada por qualquer motivo. 

Espero que eles consigam dar a volta por cima, pois o ecossistema aberto se beneficia de 
ter vários participantes no lugar certo. Mas não precisamos contar histórias complicadas 
sobre como eles seguiram um caminho técnico que não deu certo ou ficaram presos em 
algum débito técnico. Eles bagunçaram o lançamento de qualquer maneira, e o caminho 
técnico que estão seguindo é bom - só que as motivações parecem desalinhadas. 



Veja a situação do Chatbot Arena, em que eles estão se autodenominando modelos 
abertos, destacando um determinado resultado em um modelo e, em seguida, esse 
modelo com o resultado não foi o que eles realmente lançaram em seus modelos abertos. 
Você não pode se safar com isso - você tem que falar sobre os modelos que realmente 
lançou. Se essa for uma decisão no nível de Zuckerberg, em que ele está dizendo: "Sim, 
está tudo bem, nós conseguimos", então, honestamente, essa pessoa merece ir embora. 
Quem quer que tenha concordado com o fato de que isso é aceitável para uma empresa 
que pode lançar produtos - a Meta lança muitas coisas e, obviamente, não conseguiu 
acertar a cultura em algumas áreas. 

Algumas pessoas atribuem isso às estruturas de bônus - especialmente esses gerentes 
intermediários em IA generativa que receberão bônus de desempenho por colocar as 
coisas em produção. Isso é muito dinheiro. Mas é mais complicado do que isso, porque 
essas pessoas estavam ganhando muito dinheiro antes. 

Jordan Schneider: Sim, você simplesmente não tem restrições de recursos, e são muitos 
cozinheiros na cozinha. Alguém deveria escrever o artigo de negócios definitivo sobre isso 
- ainda não li o excelente artigo da revista sobre o assunto, mas deveria haver um. É um 
estudo de caso corporativo fascinante de uma empresa que tem todas as razões 
comerciais e todos os recursos corporativos necessários para executar isso, o que equipes 
menores em todo o mundo conseguiram fazer, e elas simplesmente não estão lá. 

Nathan Lambert: É mais complicado porque os modelos da Llama são nativamente 
multimodais, o que é uma grande mudança. À medida que você adiciona mais coisas que 
está tentando conectar ao modelo, isso realmente se torna complicado. 

A dinâmica é eficaz: você tem grandes egos que fizeram algum trabalho, mas o trabalho 
deles pode ser um pouco inferior, e eles vão realmente defender que o trabalho deles seja 
incluído porque têm ego e orgulho do trabalho deles. Você precisa fazer com que eles não 
façam isso. Já ouvi alguém que não estava na Meta dizer, em tom de brincadeira, "ah, sim, 
você deveria pagar a eles. É só pagar mais para eles se calarem e conseguir um modelo 
melhor com isso". Isso é algo que ouvi de uma organização mais eficiente, portanto, 
provavelmente é algo que as pessoas realmente fizeram. 

Obviamente, se isso estiver acontecendo em outra organização, a Meta não é a única que 
está lidando com isso. Isso mostra como isso é matizado e como é uma linha tênue - se 
você literalmente tiver que pagar às pessoas apenas para obter melhores resultados. 

Jordan Schneider: Veja, o Google descobriu isso, o que é incrível. 

Nathan Lambert: As pessoas subestimam o AI Overviews, que é um produto de IA de uso 
extremamente alto. Todas as coisas do Gemini podem ser apenas uma fachada - as ofertas 
do Gemini são uma distração para os pesquisadores de IA e para as pessoas que criaram o 
modelo para exibi-lo, deixar seus colegas empolgados com ele e ajudar no recrutamento. 



Tudo o que o Google precisa fazer é tornar as visões gerais de IA extremamente lucrativas 
e tornar o Google Cloud extremamente lucrativo. Toda essa história do aplicativo Gemini - 
não acho que o Google estava realmente interessado em criar um concorrente para o 
ChatGPT. 

Agora, a Meta tem o aplicativo de IA, que será interessante observar em relação ao 
ChatGPT. Se for uma guerra de bajulação, provavelmente vou apostar no Meta, mas não 
sei. 

Jordan Schneider: Eles têm o DNA da Meta agora com Fidji Simo como a nova CEO de 
Aplicativos. Talvez ela vá ainda mais longe do que Zuck a deixou nos dias inebriantes dos 
anos 2010. 

Nathan Lambert: Não sei. Eu li Careless People, o livro de memórias da pessoa da Meta 
Global Affairs Policy - boa leitura. O resumo é que Zuckerberg permitiu que eles 
pressionassem quando ele não tinha as rédeas do crescimento e de outras coisas. Muitos 
de seus ouvintes entendem a dinâmica de uma grande empresa de tecnologia que 
pressiona por crescimento e influência, principalmente internacionalmente e com 
disputas de poder político. 

Jordan Schneider: Vamos colocar isso na lista. Mais alguma coisa sobre a IA antes de 
continuarmos? 

Nathan Lambert: Quando consideramos nossas carreiras em relação a alguns desses 
guerreiros de risco X e cenários de decolagem, ainda há muitos anos de progresso muito 
sólido em termos de recursos brutos e de ganhar dinheiro com a IA. Haverá uma correção 
de bolhas quando se tratar de startups de capital de risco. Muitas delas foram criadas com 
base no pressuposto de que teriam de dois a três anos de pista, e algumas delas 
começarão a se esgotar. Eles poderiam parecer grandes escalas, mas a maior parte é 
garantia de GPU. 

É uma situação estranha em que eles levantam uma rodada enorme, mas a maior parte é 
garantia dessas GPUs que não desaparecem se a empresa for extinta. As pessoas 
provavelmente reagirão de forma exagerada à falência de algumas empresas, mas isso 
estava fadado a acontecer. De modo geral, o setor de IA parece super saudável, o que é 
notável quando se olha para dois anos atrás. As pessoas estão levantando essas rodadas - 
não é como se a Mistral tivesse levantado aquela rodada como uma rodada de semente 
em que eles doaram 45% de sua empresa e ainda estão funcionando. 

Jordan Schneider: Nathan, você escreveu um belo post sobre reflexão de carreira. O que 
você gostaria de dizer aos jovens que estão por aí? 

Nathan Lambert: Leva muito tempo. As pessoas não querem ficar sentadas aqui gravando 
podcasts por cinco anos antes de finalmente ganhar algum dinheiro. 

https://a.co/d/aB61Auy


Jordan Schneider: Mais para sete. 

Nathan Lambert: Sim, há duas histórias. Uma é que leva muito tempo, mesmo se você 
estiver em Berkeley. Algumas das histórias que tive foram de que eu era astuto o 
suficiente para perceber que a IA era obviamente o que estava acontecendo em 2017. 
Mas mesmo que você esteja em um lugar como Berkeley ou Stanford, não pode 
simplesmente entrar em um desses grupos de pesquisa. Você não pode simplesmente 
mudar. É preciso fazer esse trabalho longo e lento e esperar que alguém que seja bom e 
sincero peça para colaborar. 

Naquela postagem, havia outras coisas que eu havia tentado fazer, como colaborar com 
pós-doutorandos que não se importavam com nada. Isso não funcionou. São os detalhes 
nas entrelinhas que não importam, mas isso leva muito tempo. Levei um ano para 
conseguir um colaborador de verdade enquanto era um estudante de graduação 
motivado em Berkeley. Se você não estiver em um programa de ponta, vai levar mais 
tempo. Talvez você encontre um colaborador em um ano, mas não será um pós-
doutorando em um laboratório de IA de ponta. Será uma outra pessoa aleatória que 
deseja fazer pesquisa em IA. 

Só que isso leva muito tempo e muitos ciclos. As pessoas também me perguntam sobre 
isso no esporte. Um técnico aleatório de meia-idade que está perdendo o controle de sua 
saúde pergunta: "Posso me qualificar para a Maratona de Boston?" Eu respondo: "Sim, 
com certeza você pode. Você só não quer fazer o ciclo de treinamento de 48 semanas 
para o qual vou inscrevê-lo". Não é loucura - você fará de sete a dez horas de treinamento 
por semana durante 48 semanas, e eu posso lhe dizer exatamente o que você precisa 
fazer. Você se machucará algumas vezes, mas as pessoas simplesmente não querem fazer 
esse trabalho. Esse é o maior problema da IA. 

Pode ser um pouco mais fácil do que treinar para a Maratona de Boston porque não dói 
tanto fisicamente, mas leva muito tempo. 

O outro lado é refletir sobre o que a execução realmente significa e a diferença entre uma 
carreira na Hugging Face antes do ChatGPT, fazendo coisas aleatórias, e uma carreira na 
Hugging Face depois do ChatGPT, quando você está fazendo algo que está realmente 
alinhado com a comunidade. É muito difícil saber, naquele momento, que você está 
fazendo a coisa certa. Eu estava enviando códigos e trabalhando em equipes, e os projetos 
iam e vinham - tudo parecia muito normal. É preciso muita experiência para saber se você 
realmente tem tração em alguma coisa. 

Agora eu consigo ver um pouco melhor porque tenho uma base para saber quando as 
coisas realmente caem. Isso é algo que requer muita experiência para ser desenvolvido. 
Muitas empresas dificultam esse processo. Muitas carreiras em grandes empresas 
envolvem jogar o jogo da promoção que todos os seus colegas também estão jogando. 

https://www.interconnects.ai/p/my-path-into-ai


O objetivo é encontrar uma equipe ou área dentro de uma empresa em que esse 
obviamente não seja o objetivo - em que a liderança se preocupe com resultados diretos, 
para que você possa pular vários níveis e ser notado. Ou encontrar um trabalho que seja 
feito em público. Nem sempre se trata apenas de promoção dentro da empresa; você 
também pode obter uma mentalidade fora da empresa, o que é valioso em ambos os 
sentidos. 

O trabalho interno da empresa é como você é promovido, mas o mindshare externo é 
como você sempre tem um emprego disponível. Esse tipo de poder significa que posso 
fazer o que quiser. Se eu quiser um emprego diferente, vou procurar outro. Quando você 
tiver isso, poderá correr muito mais riscos. Você poderia simplesmente escrever 
postagens em blogs por seis meses e dizer: "Vou simplesmente enviá-las". 

Jordan Schneider: É por isso que todo mundo que está ouvindo isso precisa começar seu 
próprio Substack e boletim informativo. Isso é particularmente importante no lado da 
análise da China e da tecnologia. Se você estiver em uma empresa de consultoria e fizer 
um bom trabalho, talvez cinco pessoas saibam disso. Se você escrever algo on-line e fizer 
um bom trabalho, toda a sua coorte de carreira e todas as centenas de outras pessoas que 
poderão contratá-lo saberão disso. 

É importante fazer um bom trabalho, especialmente quando se é júnior - na verdade, a 
qualquer momento. Mas as pessoas se esquecem de que o número de pessoas em sua 
área e as oportunidades que estão além do que você poderia ser promovido diretamente 
em sua empresa são muito maiores. Especialmente agora que vivemos na era da Internet, 
você pode escrever coisas, mesmo que anonimamente, e as pessoas podem lê-las. 

Ter algum tipo de perfil público ou portfólio com o qual possa ganhar pontos de 
credibilidade é algo que todos deveriam aprender com seu orientador de carreira quando 
têm 21 anos de idade e estão procurando emprego. 

Nathan Lambert: Empregos em que você é muito aberto sobre o que está fazendo e pode 
fazer outras coisas abertas proporcionam um crescimento de carreira muito mais 
consistente. Mesmo que sua produção seja mediana, você terá um crescimento 
proporcional a essa produção mediana. Se você tiver uma produção média em um 
laboratório fechado, provavelmente não terá crescimento. Você não será promovido, não 
terá nenhuma oportunidade. 

Essa não é a única maneira de fazer as coisas, mas eu concordo plenamente. Neste post, 
falo sobre uma espécie de estratégia de retrocesso: A IA está ficando muito fechada, 
então e se eu continuar fazendo o que estou fazendo e não for para algum trabalho 
chamativo aleatório? Alguns anos depois, ninguém podia falar sobre nada, mas eu me 
estabeleci como uma pessoa que sabe como treinar modelos de IA e é transparente sobre 
isso. As pessoas me associam a todos os resultados do AI2, mas eu não sou responsável 
por tudo isso - para o AI2 dar certo é preciso muita gente. 



A maior parte disso é apenas trabalho. Estou em um ponto em que tuíto muito e, em 
todas essas plataformas, o número de iterações que você faz é proporcional ao seu 
crescimento. O crescimento é mais fácil quando você tem um número maior de 
seguidores. Geralmente, é só começar do zero quando você não tem seguidores para 
aumentar lentamente - mais um, mais dois, mais três. Os primeiros mil seguidores no 
Twitter são difíceis, mas depois que você tem mil, é muito fácil conseguir mais seguidores 
no Twitter. 

Passar por essa fase no início e no meio da carreira é muito valioso. Chegar ao ponto em 
que você tem um pequeno nível de distribuição ajudará a abrir muitas portas. 

Jordan Schneider: É isso que os jovens não entendem, porque tudo o que veem são 
anúncios de emprego no LinkedIn e recrutadores que vão à feira de carreiras de sua 
faculdade. Quando você chega a um determinado ponto, os empregos são criados para 
você e há entrada - é aí que você quer viver. Mas para chegar a esse ponto, é necessário 
que as pessoas saibam que você existe e que faz um bom trabalho. Isso só acontece se 
você trabalhar em público. 

Nathan Lambert: Posso contar uma anedota sobre como o fato de eu ser público agrega 
muito valor à AI2. As três últimas pessoas que contratamos para a minha equipe na AI2 
foram pessoas que eu vinha recrutando há anos, que eu queria recrutar há algum tempo 
ou que vieram friamente até mim. Ainda filtramos e lemos todos esses candidatos, mas há 
muita coisa morna. 

São pessoas que escreveram um e-mail incrível e tinham um trabalho que eu poderia 
examinar facilmente, como contribuições de código aberto, por exemplo. Em um caso, 
alguém trabalhava com visão computacional, mas escreveu uma postagem de blog incrível 
sobre um método RLHF. Eu pensei: "Ok, isso é legal". Outras pessoas que eu conhecia por 
meio de seus escritos ou por estar nessa comunidade aberta e conversar por anos - essas 
são três das últimas pessoas que contratei para a minha equipe, e li centenas de 
currículos. 

Há outras contratações acadêmicas em que contratamos um pós-doutorando aleatório - 
isso é uma coisa acadêmica. Mas essas são funções de engenharia, e é assim que funciona 
para os indivíduos na AI2. É realmente valioso. 

Jordan Schneider: Temos essa ótima frase de Confúcio: "Aos 15 anos eu tinha minha 
mente inclinada a aprender. Aos 30, permaneci firme. Aos 40, não tinha dúvidas. Aos 50, 
eu conhecia os decretos do céu. Aos 60 anos, meu ouvido era um órgão obediente para a 
recepção da verdade. Aos 70, eu podia seguir o que meu coração desejava sem 
transgredir o que era certo". 

Levei até os 35 anos, mas sinto que estou firme agora. Muito disso tem a ver com o fato 
de eu ter essa base de carreira que foi construída fazendo coisas em público. 



De qualquer forma, eu gritei isso no episódio com 

Tony Stark 
há algumas semanas, mas escreva seu Substack, escreva cinco artigos e entre em contato 
comigo. Eu lhe darei feedback, faremos postagens cruzadas, o que for. O mundo precisa 
pensar mais sobre tecnologia, China e todas essas coisas boas. Você pode dar isso a eles - 
eu sei que você pode. 

Nathan Lambert: O aspecto da escrita que as pessoas não percebem é que não há novas 
ideias originais, na verdade. Tudo é apenas reempacotar informações em sua visão de 
mundo. A algoritmização de tudo, na verdade, recompensa as pessoas com voz. Há 
cinquenta anos, o simples fato de escrever as informações já era de grande valia. Ainda há 
áreas do mundo em que isso acontece, e a IA é uma delas. 

Mas, em termos de construção de uma carreira, grande parte disso é a sua voz e a 
perspectiva que você coloca sobre as coisas e o envolvimento que isso agrega. 
Pessoalmente, muitas de minhas ideias sobre como analiso os lançamentos de modelos 
de IA são resultado da leitura de algo como Stratechery por vários anos. A batida de Ben 
Thompson são os ganhos da empresa e como as plataformas estão evoluindo. Meu ritmo 
é o desempenho da IA e como os modelos de IA funcionam. Neste momento, eu apenas 
faço isso e escrevo meu estado do mundo, e parece que se trata de um modelo específico. 
Sim, há enredos sobre avaliações, mas na verdade é sobre essa tendência de como os 
modelos estão evoluindo e como eu vejo as coisas. 

Há muitas maneiras diferentes de fazer isso. A maioria requer prática. 

 
 

 
 

https://open.substack.com/users/38394156-tony-stark?utm_source=mentions
https://stratechery.com/
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